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ABSTRACT
The medical history is a powerful diagnostic technology. However, in seeking to establish an appropriate balance between the history and the other diagnostic modalities more explicit consideration must be given to the performance characteristics of the medical history. Building on recent work undertaken in the UK and elsewhere in Europe it is now feasible to develop a library of setting-specific likelihood ratios and κ statistics for key elements of the medical history. Of particular importance to those working in primary care, statistically adjusted combinations of information from the medical history can be generated; furnishing clinicians with likelihood ratios of significant magnitudes. It is suggested that developing a more rational approach to the use of the medical history could lead to improvements in diagnostic efficiency and effectiveness, with benefits for individual patient care in addition to the overall NHS budget. When diagnosis is viewed as a processing pathway founded on a robust medical history, it becomes clear that in some situations investigations may become unnecessary and, in other circumstances, their impact will be enhanced.
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INTRODUCTION
Has the medical history become redundant? Over 30 years ago Hampton and colleagues suggested that the history determined 83% of the diagnoses in medical outpatients.1 However, with the rapid growth in new diagnostic technologies there is now a suggestion that it is more efficient and cost-effective to employ a technician to undertake a battery of investigations rather than have an expensive clinician spending time listening to patients. In his recent speech on the health service the Prime Minister, Gordon Brown, stated ‘utilising these new technologies must be at the heart of any progressive health policy’.2

Diagnostics is a central element within the Department of Health’s initiative, designed to deliver an 18-week patient pathway from GP referral to the start of treatment. However, whereas there is a particular focus on endoscopy, imaging, pathology, and physiology testing, with the appointment of four clinical leads in these areas, the medical history has not been afforded any similar special prominence.3 Furthermore, although the National Institute for Health and Clinical Excellence (NICE) is charged with appraising diagnostic technologies, its remit is restricted to those newer technologies that are CE marked.4 Nowadays it also seems as if anyone is permitted to take a medical history without the requirement for any specific training to understand the complexities of symptom reporting, symptom evolution, symptom classification, or symptom interpretation.5,6

This trend towards investigation-centred diagnosis is misplaced. Aside from the direct physical risks associated with some of the more invasive investigations there are major cost implications to consider. For example, in a Department of Health press release highlighting the expansion in magnetic resonance imaging (MRI) scanning, the accompanying notes stated that ‘MRI scans help diagnose … acute or chronic migraine and headaches’.7 However, using Bayes’ theorem it can be calculated that in those with a new onset unilateral headache and nausea presenting to a primary care clinician the probability of migraine after taking a medical history is already greater than 80% (Box 1).8,9
Box 1. Calculating post-history probability using Bayes’ theorem.

- **Formula:** Odds ratio form of Bayes’ theorem:
  \[ \text{posterior odds} = \frac{\text{likelihood ratio (LR)} \times \text{prior odds}}{1 + \frac{\text{prior odds}}{\text{odds of disease}}} \]

- **Published data:** Prior probability of migraine in patients presenting to primary care clinicians with new-onset headache: 5.3%. 8

  Positive LR for specific additional symptoms/symptom features in patients presenting with new onset headaches:
  - unilateral headache (LR = 3.1); nausea (LR = 23.2). 9

- **Computation:** Post-history odds = positive LR (for unilateral headache, that is, 3.1) x positive LR (for nausea, that is, 23.2) x prior odds
  - Convert the prior probability (5.3%) to odds using odds = \( \text{probability} / (1 - \text{probability}) \) (that is, odds = 0.056)
  - Convert back to probabilities using probability = \( \frac{\text{odds}}{1 + \text{odds}} \) (that is, odds = 0.056)
  - Multiple the odds by the LR product (that is, 0.056 X 71.9) = 4.03

**NB:** In this simple calculation I have assumed that the positive LRs are independent of each other (referred to as the independence or naïve Bayes’ approach).

An overarching focus on investigations also highlights a failure to appreciate that not every ‘abnormality’ is synonymous with an organic disease: no specific physical disorder can be established as the cause in between 30% and 75% of patients with symptoms. 10

In common with any diagnostic tool the medical history certainly has its deficiencies. However, unlike the other diagnostic modalities a continuing absence of any specific focus on the medical history by senior clinicians or policymakers has resulted in some fundamental issues remaining unaddressed. For example, we persist in questioning patients about symptoms that exhibit only moderate reliability (Box 2), such as ‘change in bowel habit’ (κ = 0.51). 11

Although reported rectal bleeding might be more reliable (κ = 0.85) we may fail to check that the response is valid: how many of us ask the patient whether they actually look at their motions or consider if they could spot a small amount of blood within the toilet pan of a dimly lit cloakroom?

A number of measures such as sensitivity, specificity, likelihood ratio, and predictive value have been used to determine the discriminant ability of the medical history. The positive predictive value (that is, the probability that the disease is present if the patient has, for example, a specific symptom) often makes the most intuitive sense to clinicians, and yet is a constant source of misunderstanding between GPs and our secondary colleagues. It is imperative to be aware that the predictive value is affected by prevalence: as the prevalence falls, the number of false positives tends to increase, resulting in a lowering of the positive predictive value. The effect of prevalence can also be readily understood in relation to the odds ratio version of Bayes’ theorem referred to earlier (see Box 3 for detailed definitions).

Interestingly, Sox and colleagues have demonstrated that the posterior odds for coronary artery disease in two primary care populations was lower than in a referred arteriography population, even when patients with virtually identical clinical histories were compared. 13

Unfortunately, for the primary care clinician the prevalence problem (and the reduced magnitude of the prior odds) is compounded by the finding that many items in the medical history, such as presenting (iatrotropic) or elicited (non-iatrotropic) symptoms, have positive likelihood ratios that are too small to be clinically useful. A patient attending with dysuria might have a urinary tract infection but the positive likelihood ratio provided by this particular presenting symptom only amounts to 1.5. 14 In relation to the diagnosis of pneumonia in a patient with a cough, eliciting a history of sputum production merely affords an additional positive likelihood ratio of 1.3. 15 For a number of inexperienced or younger doctors this may perhaps account for some of their tendency to order an increasing number of diagnostic tests. 16

Considering the iatrotropic symptom (for example, abdominal pain or headache) in conjunction with other information from the medical history (for example, non-iatrotropic symptoms, patient demographics, current and past treatments) to enhance the magnitude of the collective positive likelihood ratio represents an

---

**Box 2. Reliability.**

Reliability (or reproducibility) is the extent to which repeated measurements of a stable phenomenon produce similar results. To assess the chance-corrected proportional agreement the κ statistic is used and different ranges for κ have been categorised with respect to the degree of agreement they suggest. Values greater than 0.80 may be taken to represent almost perfect agreement, values between 0.61 and 0.80 substantial agreement, values between 0.41 and 0.60 moderate agreement, values between 0.21 and 0.40 slight agreement, and values of 0.20 or below represent poor agreement beyond chance. 17

**How this fits in**

In seeking to establish an appropriate balance between the medical history and the other diagnostic modalities more explicit consideration must be given to the performance characteristics of the history in the context of a diagnostic processing pathway. It is now feasible to develop a library of setting-specific likelihood ratios and κ values for individual features and combinations of items of medical history information.
alternative approach. For the non-specific headache of temporal arteritis it seems that a temporal location only produces a positive likelihood ratio of 1.5 and most GPs would simply move on to request an erythrocyte sedimentation rate (ESR). However, although an ESR between 61 and 80 confers an additional positive likelihood ratio of 1.4, establishing a clear history of jaw claudication provides an additional positive likelihood ratio of 4.2, and diplopia an additional positive likelihood ratio of 3.4. However, it is important to note that the negative likelihood ratios of these features are only 0.7 and 0.9 respectively, indicating that their absence is much less helpful in arguing against the diagnosis of temporal arteritis.

Medical history clusters represent a more robust approach to linking history data together. For example, Muris and colleagues have demonstrated that within the primary care setting, a combination of age greater than 65 years, male sex, non-specific abdominal pain, and unexplained weight loss provides a posterior probability for neoplastic disease of 50%. Moreover, it is now feasible to generate a large number of such clusters using data from recent work undertaken in the Netherlands, Belgium, the UK, and Scandinavia. However, careful consideration needs to be given to the potential lack of independence between individual items of clinical information; the net discriminatory value of the combinations often being slightly lower than predicted from simply multiplying the likelihood ratios together. For example, in relation to the diagnosis of urological cancer in patients with new onset haematuria it seems that the unadjusted combination of male sex, hesitancy, poor stream, and having at least three episodes of haematuria would overestimate the combined positive likelihood ratio by 15%. A number of statistical approaches have now been developed based on independence Bayes’ theorem or logistic regression to facilitate such adjustments. In a recent review it was suggested that Albert’s method, which includes an offset term to estimate adjusted likelihood ratios for combinations of clinical information, is the most straightforward approach.

A patient who comes to see their primary care physician about a cough will already have a prior (existing) probability of pneumonia. This probability will be modified by additional information derived from the medical history to arrive at a new (post-history) probability of pneumonia. This probability may, in turn, be further adjusted by data derived from the clinical examination to produce a post-examination probability that, after a chest radiograph, could then become a post-test probability. Thus, in many situations diagnosis is best viewed as a diagnostic processing pathway incorporating a number of

Box 3. Bayesian terminology.

- **Bayes’ theorem (odds ratio form):** A theorem which permits the calculation of the posterior odds of a disease by knowing the prior odds of the disease and the likelihood ratio (LR) of the clinical information being used. That is, posterior odds = prior odds x LR
- **Likelihood ratio:** The ratio of the probability of an event (such as a symptom) in diseased persons to the probability of that same event in non-diseased persons. LR$s$ indicate how many times more (or less) likely a result is in a patient with the disease compared to a patient free of disease. The adjectives ‘positive’ or ‘negative’ indicate whether the LR refers to the presence of the clinical information (positive) or the absence of the clinical information (negative). Positive LR$s$ with the highest value argue most for disease when the clinical information is present (that is, how the probability changes when the finding is present); negative LR$s$ with the value closest to zero argue the most against disease when that clinical information is absent (that is, how the probability changes when the finding is absent).
- **Posterior odds:** The odds of an event conditional upon another event having occurred.
- **Prior odds:** The odds of an event before acquiring additional information.
probability steps, increasing the certainty of disease (or absence of disease) (Figure 1).

By considering a pathway it becomes clear that in many circumstances, such as the migraine example referred to earlier, the disease probability after the history (the post-history probability) is such that undertaking an investigation may actually be unnecessary whatever the magnitude of its likelihood ratio. Conversely, if diagnostic data is not considered in the context of a diagnostic processing pathway there is an increased risk that investigations may be used inappropriately with a higher chance of false positives in a lower prevalence population.

The importance of a specific mathematical property of likelihood ratios is also more clearly seen in the context of a diagnostic processing pathway. When pre-test probability is plotted against post-test probability according to different levels of likelihood ratios, a series of curves result with the greatest divergence being when the pre-test probability is greater than 20%. This suggests that investigations are diagnostically more useful and will have a much greater impact on decision making if the input from the medical history can be maximised (that is, to enhance the magnitude of the post-history probability), (see Table 1 for example calculations).

The medical history is more than a nostalgic relic of little relevance to modern practice. However, there is now an urgent requirement for careful consideration to be given to how, where, and by whom this diagnostic technology is being used. A key component of this initiative would be the development of a library of setting-specific likelihood ratios and for individual features and combinations of items of medical history information. Subsequently, consideration could be given to extending this to the clinical examination and also to address the requirements of primary care clinicians in a variety of health economies. For example, a recent paper in the Lancet clearly demonstrates the potential public health importance of using simple clinical assessment clusters (incorporating features from both the medical history and the clinical examination) in improving the identification of severe illness in young children within the third world.

Table 1. Variation in posterior probability according to prior probability.

<table>
<thead>
<tr>
<th>Prior probability, %</th>
<th>Prior odds</th>
<th>Posterior odds after applying a LR of 5</th>
<th>Posterior probability, %</th>
<th>Net increase in probability, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.11</td>
<td>0.55</td>
<td>35.5</td>
<td>25.5</td>
</tr>
<tr>
<td>20</td>
<td>0.25</td>
<td>1.25</td>
<td>55.5</td>
<td>35.5</td>
</tr>
<tr>
<td>30</td>
<td>0.43</td>
<td>2.15</td>
<td>68.3</td>
<td>38.3</td>
</tr>
</tbody>
</table>

LR = likelihood ratio.
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