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SUMMARY
Background. Postgraduate training for general practice is a
legal requirement in most countries of the European
Community, and includes posts in general practice as well as in
hospitals. The effectiveness of the training has not been fully
evaluated, and it is largely unknown whether the results are sat-
isfactory or what the impact of the separate training compo-
nents is — nor is it known which characteristics or prior
achievements of the trainee influence the end-of-training perfor-
mance.
Aim. To determine the value of knowledge tests in the context
of entry selection for postgraduate training in general practice.
Methods. Three (equated) knowledge tests were administered
during the two years’ postgraduate training of 85 Dutch
trainees. The first test was taken at entrance, the second eight
months later, and the third shortly before the end of the entire
training period. Complete data for 67 trainees were available for
analysis. A multiple regression analysis was performed to esti-
mate the predictive values of test 1 and test 2 scores, separate-
ly and in combination, for test 3 scores. Since the knowledge
test may be used for selection purposes, the analysis was
repeated using logistic regression with two pass/fail criteria: a
‘minimum criterion’ and an ‘exellence criterion’. 
Results. Neither of the two analyses yielded a predictive value
of test 1 that was high enough to warrant the use of knowledge
tests in the context of entry selection. A ‘below minimum’ score
on test 2 correlated 100% with a ‘below minimum’ score on test
3. However, the positive predictive value of an above minimum
score on test 2 was only 86%.
Conclusions. The knowledge tests used in this study are not
suitable in the context of entry selection. However, trainees that
score ‘below minimum’ after eight months of training may be
regarded as ‘at risk’ in that they will probably score ‘below mini-
mum’ at the end of training. 
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Introduction

POSTGRADUATE training for general practice is a legal
requirement in most countries of the European Community.1

The structure and content of the training vary from country to
country, but nearly all training schemes include posts in general
practice as well as in hospitals. Although its value for general
practice is unquestioned, the effectiveness of postgraduate train-
ing has only marginally been evaluated. It is largely unknown
whether the result of the training is satisfactory or what the
impact of the separate training components is — nor is it known
which characteristics or prior achievements of the trainee influ-
ence the end-of-training performance.

The relationship between ‘process’ and ‘outcome’ has been
investigated in a study recently performed in the Netherlands.2.

Growth in knowledge during the first eight months of training
was chosen as an outcome measure. The process variables
included in the study were the number of patient encounters
made by the trainee; the trainer and training practice; and the
trainee’s education. No convincing relationship was found
between process and outcome. However, the trainee’s level of
knowledge at the start of training appeared to explain a substan-
tial part of the variance in the level of knowledge after eight
months (25%). A similar result has been found by Leigh et al3

for the relationship between in-training examination results for
family residents and their certification results, and again for the
relationship between the level of knowledge of GPs at certifica-
tion and their level of knowledge as demonstrated at recertifica-
tion examinations six or more years later.

These findings give rise to the question whether the trainees’
level of knowledge at certification may be predicted by their
knowledge test scores at entry to, or in the course of, their train-
ing. A positive answer might warrant the use of knowledge tests
in the context of selection. In most European countries, selection
at entry to postgraduate training for general practice is based on
the assessment of a written application and a structured inter-
view, which focuses on motivation and prior professional experi-
ence. The agreement between interviewers is known to vary con-
siderably, while the predictive validity of this selection proce-
dure for performance during the training is notoriously poor.5,6

Selection during training is mainly based on assessment of the
trainee’s performance by the GP trainer.7,8 Although the trainer
seems the most appropriate judge of the trainee’s performance,
the trainer’s simultaneous role of colleague, supervisor and
assessor, hinders an objective assessment. Complementary,
preferably objective, assessment methods would be desirable.
The question is whether knowledge testing would be a valuable
addition to the selection methods already used. In other words,
can the use of knowledge tests improve the accuracy of the deci-
sion to allow trainees either to enter into or to continue their
training? The answer depends, in part, on the predictive validity
of these tests.

This study investigates the predictive value of two knowledge
tests, taken at entry and after eight months of training, for the
knowledge possessed by a trainee shortly before certification.
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Methods
Context of the study
Since September 1994, postgraduate training in general practice
in the Netherlands has consisted of three training blocks of 12
months each. The first and third are spent in general practice, the
second in hospitals and other non-primary care settings. At the
time of this study (1992), the entire training period was two
years, with three blocks of eight months. The structure and con-
tent were largely the same throughout. During the entire training
period, one day a week was reserved for academic education
through day-release courses at the training institute (a the depart-
ment of general practice at one of the eight faculties of medicine
in the Netherlands). At the end of the first block, the training
institute formally decided whether or not to allow the trainee to
continue training. This decision was based on the trainer’s judge-
ment of the trainee’s performance and professional growth dur-
ing the first block. There was no summative assessment at the
end of the entire training period.

Subjects
A longitudinal study was conducted with the participation of all
85 trainees who started their training in January 1992 at one of
the training institutes in the Netherlands.

Instruments
Knowledge was assessed by the National Knowledge Test for
trainees in general practice; this is a paper and pencil test that is
routinely administered to all GP trainees in the Netherlands at
fixed intervals during their training.9 The test is used for feed-
back purposes, not for pass/fail decisions.

The test consists of about 80 patient cases as they are usually
presented to the general practitioner (GP), followed by one or
more items. The items (160 in total) focus on the key features of
the problem.10 Test content is selected on the basis of a multidi-
mensional blueprint, established by consensus among GPs.11 The
test is designed to assess progress,12 and is set at the level of the
qualified GP at the moment of certification. Successive tests are
similar in format but vary in content, and all trainees take the
same test regardless of their training level. The questions are of
the true or false type with an additional ‘don’t know’ option. The
final score is the number of correct answers minus the number of
incorrect answers expressed as a percentage of the maximum
score. The validity of the test is reported in detail elsewhere.13

Until now, the knowledge test has only had an educative func-
tion, enabling the trainees to detect their strengths, weaknesses
and progress.

Procedure 
Three knowledge tests were included in the study: the first taken
shortly after the start of training (test 1), the second eight months
later (test 2), and the third at the end of the entire two-year train-
ing period (test 3).

Analyses
To allow correction for item difficulty, the tests were equated
through a horizontal linear equation procedure with an anchor
test consisting of 20% of the items of each test.14 The equation
was performed on pairs of tests, each pair containing the same
anchor test. The group mean scores per test (expressed as
described above) were computed as well as the standard devia-
tion and the 95% confidence interval. The correlations
(Pearson’s r) between the three tests were computed, including a
correction for attenuation (unreliability).

A multiple regression analysis was conducted, with test 3 as a
dependent variable and tests 1 and 2 as independent variables. In
addition, a logistic regression analysis was performed with the
same independent variables. In this analysis, the dependent vari-
able (test 3) was dichotomous: ‘pass’ or ‘fail’. As cut-off scores,
two criteria were chosen. The first was the trainees’ group mean
score minus one standard deviation: the ‘minimum criterion’.
Scoring below this implied that the trainee belonged to the 16%
poorest-scoring examinees. The second was the trainees’ group
mean score plus one standard deviation: the ‘excellence criteri-
on’. Scoring above this implied that the trainee belonged to the
16% best-scoring examinees. 

Results
All three tests were taken by 67 of the 85 trainees. At one insti-
tute, test 3 could not be administered for practical reasons, result-
ing in missing data for 12 trainees. The remaining missing data
were due to trainees being absent because of illness, pregnancy,
etc. The group mean scores on test 1 and test 2 for the response
and non-response group did not differ significantly (test 1: t =
0.05; test 2: t = 0.64; df = 13.66; P>0.05).

Table 1 shows the mean test scores, the standard deviations
and 95% confidence intervals for the three tests. There is a sig-
nificant increase in score throughout the training period; this
increase is most pronounced in the first eight months.

Table 2 shows the reliability (Cronbachs alpha) of each of the
three tests, and the Pearson’s correlations between the three tests,
uncorrected and corrected for attenuation (unreliability). The cor-
relations are all significant. The highest correlation is found
between tests 2 and 3.

Table 3 shows the results of the stepwise multiple regression
analysis. The explained variance (R2) of test 3 in terms of tests 1
and 2 is 20%; this is largely due to the contribution of test 2
(18%). Again, the best fitting model in the logistic regression
analysis includes test 2 only. Adding test 1 does not enhance the
prediction (minimum criterion: χ2 = 0.8, df = 1, P = 0.38; excel-
lence criterion: χ2 = 0.12, df = 1, P = 0.73).

Table 4 shows the results of the logistic regression analyses
using the ‘minimum criterion’ and the ‘excellence criterion’ in

Table 1. A comparison of month of test administration, number of
test items, test mean score (M), standard deviation (SD) and 95%
confidence interval (95% CI) on the three (equated) tests        (n =
67 trainees).

Month Items M SD 95% CI

1 146 46.7 9.4 44.3–49.1
9 153 58.1 8.4 56.1–60.1*

21 148 62.5 9.0 60.3–64.7*

*Significant difference compared with preceding test(s) (P<0.05).

Table 2. Reliability (α, bold diagonal entries), correlations (Pearson
r, in upper corner) and correlations after correction for attenuation
(italics, in lower corner) between the three tests              (n = 67).

Test 1 Test 2 Test 3

Test 1 0.68 0.36* 0.28*
Test 2 0.51* 0.71 0.43*
Test 3 0.39* 0.60* 0.73 

*Significant (P<0.05).
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terms of odds ratios. An odds ratio of more than 1 indicates that
the test has a predictive value that is more than a ‘random’ pre-
diction. As is shown, the odds ratios barely exceed 1; test 1 even
yields confidence intervals of less than 1. 

An alternative way to present predictive power is to show the
parameters used for diagnostic tests; for example, sensitivity and
specificity. A cross-tabulation with test 3 as ‘gold standard’ and
test 2 as predictor is presented in Table 5. The scores on test 2
were assigned to ‘pass’ and ‘fail’ on the basis of the best cut-off
score produced by the logistic regression analysis: number of
correct – incorrect answers equals 42.6% of the total for the min-
imum criterion and 69.6 % for the excellent criterion. 

For the minimum criterion, the sensitivity for ‘pass’ is 55/55 x
100% = 100%, implying that all those who finally passed also
passed on test 2. The negative predictive value (fail) of test 2 is
also 100%; there are no false negatives. The specificity, however,
is only 3/12 x 100% = 25%, implying that of those who finally
failed only 25% also failed test 2. Conversely, the positive pre-
dictive value is 55/64 x 100% = 86%, meaning that of those who
passed test 2 only 86% also passed on the final test. The sensitiv-
ity and specificity for the excellence criterion are 29% and 98%
respectively, with corresponding percentages for false negative
and false positive predictions of 16 (10/62 x 100%) and 20 (1/5 x
100%).

Discussion
The results presented here warrant the following conclusions
concerning the predictive validity of the ‘entry test’ and the
‘eight month test’. The entry test has little predictive value for

the test at certification. The eight month test does contribute sig-
nificantly to the prediction of ‘pass’ or ‘fail’ at certification. Both
regression analyses, however, show that the use of this test as
predictor is not substantially better than random prediction.
Using the minimum criterion, the predictive power of test 2 is, at
first sight, not unfavourable if the first concern is to minimize the
number of trainees who are unjustly failed after test 2 (0% false
negatives). If, however, the major concern is to minimize the
number of trainees who fail on test 3 having passed on test 2, the
outcome is less favourable (14% false positives). Reducing the
latter (for example to less than 5%) implies increasing the former
(fewer than 5% false positives would mean more than 75% false
negatives!). 

The acceptability of the figures depends on the interests at
stake. Boards responsible for the outcome of the training should
decide what price to pay in terms of percentages of ‘incorrect’
decisions for selection or early detection of either poor or excel-
lent performers. Alternative criteria for ‘pass’ and ‘fail’ may
have yielded quite a different outcome. The scores of experi-
enced GPs, for example, might provide such a criterion. In a
cross-sectional study performed earlier, however, these GPs
scored lower than trainees at certification.15 Nearly all trainees
would have met this criterion, which yields redundant predic-
tions.

Moderate but significant correlations between tests, as found
in this study as well as in others,2,3,4 do not imply that the predic-
tive power of the tests at stake are high enough to justify using
the test scores for selection of individual trainees. Parameters
like the positive and negative predictive values do give a better
insight into the consequences of pass/fail decisions. Regrettably,
the problem of selection at entry remains unsolved. No instru-
ment is yet known to have an acceptable predictive value for
such an important decision. The results of this study are certainly
no reason to alter this statement. For selection during training,
assessment of performance by the trainer is generally accepted
and should be maintained.

However disappointing the suitability of the tests as selection
instruments, their value as instruments of feedback remains unaf-
fected. Trainees have the opportunity to monitor their own per-
formance and to detect their strengths and weaknesses. This may
contribute to the efficiency of their self-directed learning.
Moreover, monitoring the growth in knowledge of groups of
trainees indicates the contributions made by the different training
phases. The relatively large increase in knowledge during the
first training phase, as demonstrated here, suggests that the
knowledge required for general practice is decidedly different
from knowledge acquired during undergraduate training. 
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